
© 2023 PP House

Generalized Power Transformation Estimators in Stratified Ranked 
Set Sampling using Auxiliary Information

Nitu Mehta (Ranka)  and Latika Sharma

Print ISSN 0976-3988     Online ISSN 0976-4038 Article AR3365a

DOI: HTTPS://DOI.ORG/10.23910/1.2023.3365a
Research Art ic le

International Journal of Bio-resource and Stress Management

Dept. of Agricultural Economics & Management, Rajasthan College of Agriculture, Maharana Pratap University of Agriculture 
and Technology, Udaipur, Rajasthan (313 001), India

RECEIVED on 11th December 2022       RECEIVED in revised form on 28th February 2023      ACCEPTED in final form on 09th March 2023       PUBLISHED on 25th March 2023

Stress Management

I J B S M  M a r c h  2023, 14(3 ) :492-497

https://pphouse.org/ijbsm.php

Citation (VANCOUVER): Mehta and Sharma, Generalized Power Transformation Estimators in Stratified Ranked Set Sampling using Auxiliary 
Information. International Journal of Bio-resource and Stress Management, 2023; 14(3), 492-497. HTTPS://DOI.ORG/10.23910/1.2023.3365a. 

Copyright: © 2023 Mehta and Sharma. This is an open access article that permits unrestricted use, distribution and reproduction in any 
medium after the author(s) and source are credited.

Data Availability Statement: Legal restrictions are imposed on the public sharing of raw data. However, authors have full right to transfer 
or share the data in raw form upon request subject to either meeting the conditions of the original consents and the original research 
study. Further, access of data needs to meet whether the user complies with the ethical and legal obligations as data controllers to allow 
for secondary use of the data outside of the original study.

Conflict of interests: The authors have declared that no conflict of interest exists.

Auxiliary variable is commonly used in survey sampling to improve the precision of estimates. Whenever there is auxiliary 
information available, the researchers want to utilize it in the method of estimation to obtain the most efficient estimator. 

Stratified simple random sampling (SSRS) is used in certain types of surveys because it combines the conceptual simplicity of 
simple random sampling (SRS) with potentially significant gains in efficiency. It is a convenient technique to use whenever 
we wish to ensure that our sample is representative of the, population and also to obtain separate estimates for parameters of 
each sub domain of the population. Stratified Ranked Set Sampling combines the advantages of Stratification and Ranked set 
sampling (RSS) to obtain an unbiased estimator for the population mean, with potentially significant gains in efficiency. Under 
Stratified ranked set sampling scheme, we have suggested two general estimators using power transformation to estimate the 
population mean of the study variable. These methods are highly beneficial to the estimation based on Stratified Simple Random 
Sampling (SSRS).  The first order approximation to the bias and mean square error (MSE) of the proposed estimators are 
obtained. Theoretically, it is shown that these suggested estimators are more efficient than the estimators in Stratified simple 
random sampling. A numerical illustration is also included to demonstrate the merits of the proposed estimator using SRSS 
over the corresponding estimators in SSRS.
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1.  INTRODUCT ION

Auxiliary variable is commonly used in survey sampling 
to improve the precision of estimates. In some cases, 

in addition to mean of auxiliary variable, various parameters 
related to auxiliary variable such as standard deviation, 
coefficient of variation, skewness, kurtosis, correlation 
coefficient, etc. may also be known. For these cases, many 
authors such as Upadhyaya and Singh (1999), Sisodia 
and Dwivedi (1981), Singh and Tailor (2003) developed 
various estimators to improve the ratio estimators in the 
simple random sampling. Mehta and Mandowara (2020, 
2022) modified Some Efficient Methods to Remove Bias 
in Ratio and Product Types Estimators in Ranked Set 
Sampling. Kadilar and Cingi (2003) adapted the estimators 
in Upadhyaya and Singh (1999) to the stratified random 
sampling. Singh et al. (2008) suggested two modified 
estimators of population mean using power transformation 
in Stratified random sampling. Ranked set sampling 
(RSS) was first suggested by McIntyre (1952) and its use 
in Stratified Sampling was introduced by Samawi (1996) 
to increase the efficiency of estimator of population mean. 
Mandowara and Mehta (2014a, 2014b) Suggested Modified 
ratio estimators using stratified ranked set sampling and  
Efficient ratio-cum-product estimator using stratified 
ranked set sampling. The performance of the combined and 
the separate ratio estimates using the stratified ranked set 
sample (SRSS) was given by Samawi and Siam (2003). Here 
we shall propose two generalized estimators of population 
mean using power transformation using SRSS based on 
auxiliary variable.

In Ranked set sampling (RSS), r independent random sets, 
each of size r   and each unit in the set being selected with 
equal probability and without replacement, are selected 
from the population. The members of each random set 
are ranked with respect to the characteristic of the study 
variable or auxiliary variable. Then, the smallest unit is 
selected from the first ordered set and the second smallest 
unit is selected from the second ordered set. By this way, 
this procedure is continued until the unit with the largest 
rank is chosen from the thr  set. This cycle may be repeated 
m  times, so mr (=n) units have been measured during 
this process. From the hth stratum of the population, first 
choose hr  independent samples each of size hr  h = 1, 2, 
. . . , L. Rank each sample, and use RSS scheme to obtain 
L independent RSS samples of size hr , one from each 
stratum. Let rrrr L =+++ ........21 . This complete one 
cycle of stratified ranked set sample. The cycle may be 
repeated m times until n = mr elements have been obtained. 
A modification of the above procedure is suggested here to 
be used for the estimation of the ratio using stratified ranked 
set sample. For the hth stratum, first choose hr  independent 
samples, each of size hr  of bivariate elements from the  hth  

subpopulation (stratum), h = 1, 2, . . . , L. Rank each sample 
with respect to one of the variables, say Y or X. Then use the 
RSS sampling scheme to obtain L independent RSS samples 
of size hr  one from each stratum. This complete one cycle 
of stratified ranked set sample. The cycle may be repeated 
m times until n = mr bivariate elements have been obtained. 
We will use the following notation for the stratified ranked 
set sample when the ranking is on the variable X. For 
the kth cycle and the hth stratum, the SRSS is denoted by, 

 
 where kihY ][  is the ith  Judgment ordering in the ith set for the 

study variable and 
kihX )(
is the ith order statistic in the ith set 

for the auxiliary variable. We should note that ( )
kihykihYE

][][ µ=  
and ( )

kihxkihXE
)()( µ= .

2.  ESTIMATORS IN STRATIFIED RANDOM 
S A M P LI N G  A N D  S T R AT I F I E D  R A N K E D 
SET SAMPLING 

The usual ratio estimator given by Cochran (1977) for 
the population mean  Y   in stratified random sampling 

is defined by

		                                     (1)

Where         and        are the unbiased 
estimators of population mean    Y  and  X  respectively.

When the population coefficient of variation  xC  is known, 
Motivated by Sisodia and Dwivedi (1981), Kadilar and 
Cingi (2003) suggested a modified ratio estimator for Y   
in stratified random sampling as 

					   
     						            (2)

Motivated by Kadilar and Cingi (2003) developed ratio-type 
estimator for  Y  as 

 				      			 
	   		        (3)

Kadilar and Cingi (2003) considered ratio type estimators 
based on Upadhyaya and Singh (1999), using both 
coefficient of variation and kurtosis in stratified random 
sampling as 
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		        (5) 

By applying power transformation on Upadhyaya and Singh 
(1999) estimators, Singh (2008) suggested the modified 
estimators given as
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Where 
1α   and 

2α  are suitably chosen scalars such that 
the mean squared   errors of  )(1 1αstUSy    and )(2 2αstUSy   are 
minimum.

To the first degree of approximation the mean squared error 
(MSE) of the estimators

SSRSy ,
stSDy ,

stSKy , 
1stUSy  , 

2stUSy , 
)(1 1αstUSy  

and  
)(2 2αstUSy respectively are 
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The combined ratio estimator of population mean Y  given 
by Samawi and Siam (2003), using stratified ranked set 
sampling is defined as 
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The Bias and MSE of the estimator 
SRSSy  to the first degree 

of approximation are respectively given by 
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=µ , hX  and  hY  are  the means of the 
thh  stratum for variables X  and Y ,  respectively.

Motivated by Kadilar and Cingi (2003), Mandowara 
and Mehta (2014a) proposed ratio-type estimator for Y  
using stratified ranked set sampling, when the population 
coefficient of variation of auxiliary variable xC  is known

  as  follows- 
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The bias and MSE’s of the estimators  
1strMMy  and 

2strMMy  
are as
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Motivated by Kadilar and Cingi (2003), Mandowara and 
Mehta (2014b) suggested ratio –type estimators based 
on Upadhyaya and Singh (1999) in stratified ranked set 
sampling as 
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Again, bias and MSE’s of the estimators  3strMMy  and 4strMMy  
are as
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4.  MATERIAL AND METH ODS

We propose generalized power transformation estimators 
are respectively given by  
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To obtain bias and MSE of )(1 1αstrMMy , we put  )1( 0][ δ+= Yy SRSS  and 
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Similarly,  

	

Further to validate first degree of approximation, we assume 
that the sample size is large enough to get 0δ  and 1δ  as small 
so that the terms involving 0δ  and or 1δ  in a degree greater 
than two will be negligible.

The bias of the estimator )(1 1αstrMMy  to the first degree of 
approximation, are respectively given by 
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The MSE of the estimator )(1 1αstrMMy  to the first degree of 
approximation, are respectively given by 
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Similarly, bias and mean squared error of the estimator 
)(2 2αstrMMy  can be obtained respectively by changing the place 

of coefficient of kurtosis and coefficient of variation   as 
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The optimum values of 
1α  and 

2α  to minimize the MSE’s 
of )(1 1αstrMMy  and )(2 2αstrMMy  respectively, can easily be found as 
follows
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To compare efficiencies of various estimators of our study, 
here, we take a Stratified population with 3 strata of sizes 12, 
30 & 17 respectively of page 1119 (Appendix) from the book 
entitled “Advanced Sampling Theory with Applications”, 
Vol.2, by Sarjinder Singh published from Kluwer Academic 
Publishers. The example considers the data of Tobacco for 
Area and Production in specified countries during 1998, 
where y  is production (study variable) in metric tons and 
x  is area (auxiliary variable) in hectares.

For the above population, the parameters are summarized 
as below:

For total population, N=59, , 

It is easily seen that the MSE of the suggested estimators 
given in (30) and (31) are always smaller than the estimator 
given in (6) and (7) respectively, because 1A  and 2A
all are non-negative values. As a result, show that the 
power transformed estimators for the population mean in 
Stratified ranked set sampling are more efficient than the 
corresponding usual estimators of stratified sampling.

The estimated relative efficiencies of various proposed 
Stratified ranked set estimators in comparison with 
corresponding Stratified SRS estimators are as shown in 
the next table: 

In the table 2, we see that the proposed Stratified ranked 
set estimators with power transformation are more efficient 
than corresponding Stratified SRS estimators.  

5.   RESULTS AND DISCUSSION

We took ranked set samples of sizes 31 =r ,  52 =r  &  
43 =r  from stratum 1st, 2nd and 3rd respectively. 

Further each ranked set sample from each stratum was 
repeated with number of cycles 3=m . So that  sample sizes 
of stratified ranked set samples are  equivalent to stratified 
simple random samples with nh (=mrh) for the thh  stratum,

1=h , 2 ,3.

On comparing (13) and (14) with (33) and (35) respectively, 
we obtained

Table 2: Comparison of various estimators

Variances of various stratified 
SRS estimators  )(1 1αstUSy = )(2 2αstUSy

2158910787

Variances of corresponding 
Stratified ranked set sampling 
es-timators

 )(3 1αstrMMy
 
= )(4 2αstrMMy  

1605469167

Relative Effi-ciencies in % 134.4723

6.  CONCLUSION

We proposed two general estimators using power 
transformation to estimate the population mean and 

obtained its MSE equation. The MSE of proposed estimator 
was compared with corresponding stratified simple random 
sampling estimator and found that the proposed estimator 
had smaller MSE than the corresponding estimator. This 
theoretical result was supported by the above example. With 
this conclusion, we hope to develop new estimators in other 
sampling methods in the forthcoming studies.
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